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1. **Постановка задачи**

Память троичного стационарного источника с символами *х1,х2,х3* простирается на два соседних символа и, следовательно, дискретная последовательность символов, выдаваемых источником, описывается простой односвязной цепью Маркова с матрицей переходных вероятностей
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где *pij*- вероятность передачи символа *xi* при условии, что ему предшествовал символ *xj* (*i* = 1,2,3; *j* = 1,2,3).

Поскольку после передачи любого символа *x*j будет передан один из возможных символов *xi*, сумма переходных вероятностей по столбцам равна 1, т.е.

![](data:image/x-wmf;base64,183GmgAAAAAAAEAMQAQACQAAAAARVgEACQAAAwICAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAAMQIBAAAABQAAAAsCAAAAAAUAAAAMAkAEQAwSAAAAJgYPABoA/////wAAEAAAAMD///+y////AAwAAPIDAAALAAAAJgYPAAwATWF0aFR5cGUAAOAAHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACSAwqWIYLtdyqC7XfAZ+93kgMKlgAACgAEAAAALQEAAAgAAAAyCtgCOQABAAAA5QAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAIgDCi8hgu13KoLtd8Bn73eIAwovAAAKAAQAAAAtAQEABAAAAPABAAAIAAAAMgrxA70AAQAAAD0AHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACSAwqXIYLtdyqC7XfAZ+93kgMKlwAACgAEAAAALQEAAAQAAADwAQEACAAAADIKgALGBwEAAAA9AAgAAAAyCoACFQQBAAAAPQMcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AKoLtd8Bn73eIAwowAAAKAAQAAAAtAQEABAAAAPABAAAIAAAAMgr4AMUAAQAAAG4DCAAAADIK8QNqAAEAAABpAwgAAAAyCuAC9wICAAAAaWocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AKoLtd8Bn73eSAwqYAAAKAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAukGAQAAAGpqCAAAADIKgAIrAgEAAABwAxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAqgu13wGfvd4gDCjEAAAoABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvEDMQEBAAAAMQMcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AKoLtd8Bn73eSAwqZAAAKAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAArQLAQAAAC4DCAAAADIKgAL0CgEAAAAzAwgAAAAyCoACmAoBAAAALAMIAAAAMgqAAtwJAQAAADIDCAAAADIKgAJ7CQEAAAAsAwgAAAAyCoAC3AgBAAAAMQMIAAAAMgqAAsoFAQAAACwDCAAAADIKgAIrBQEAAAAxAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHeWA2aeBwCKAQAACgAGAAAABwCKAQAACgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Требуется исследовать избыточность источника при различных вероятностях появления символов.

1. **Расчет энтропии источника дискретных сообщений с памятью**

Матрица переходных вероятностей имеет вид

Составив в соответствии с ней три уравнения и решив их, получаем результат
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Учитывая четвертое уравнение, представляющее собой нормирующее соотношение вероятностей, получаем окончательные показатели безусловных вероятностей:

x1 = 0,309

x2 = 0,338

x3 = 0,353

Теперь имеются все необходимые данные для расчета энтропии источника дискретных сообщений с памятью:

1. **Расчет коэффициента избыточности источника дискретных сообщений с памятью**

Для расчета коэффициента избыточности потребуется также посчитать максимальное значение энтропии. Поскольку в данном случае имеем дело с тремя символами, оно равно

Теперь можем посчитать значение требуемой величины:

1. **Расчет энтропии источника дискретных сообщений без памяти**

Нахождение данного показателя может быть проведено в соответствии с формулой:

1. **Расчет коэффициента избыточности источника дискретных сообщений без памяти**

Воспользуемся уже приведенной формулой:

1. **Выводы по работе**

Таким образом, замена источника дискретных сообщений с памятью альтернативным источником дискретных сообщений без памяти ведет к увеличению энтропии сообщения и значительному уменьшению коэффициента избыточности. Следовательно, данным способом, не имеющим больших сложностей в плане реализации и применимости на практике, может быть решена одна из ключевых задач теории информации - сокращение избыточности кода. Тем не менее, поскольку избыточность необходима для обеспечения достоверности передаваемых данных, нельзя бесконечно уменьшать коэффициент избыточности - требуется найти определенный компромисс между достаточной скоростью передачи данных и приемлемой помехоустойчивостью сообщений.